Fuzzy Clustering: More than just Fuzzification
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Abstract

The initial idea of extending the classical k-means clustering technique to an algorithm that uses membership degrees instead of crisp assignments of data objects to clusters led to the invention of a large variety of new fuzzy clustering algorithms. However, most of these algorithms are concerned with cluster shapes or outliers and could have been defined without any problems in the context of crisp assignments of data objects to clusters. In this paper, we demonstrate that the use of membership degrees for these algorithms — although it is not necessary from the theoretical point of view — is essential for these algorithms to function in practice. With crisp assignments of data objects to clusters these algorithms would get stuck most of the time in a local minimum of their underlying objective function, leading to undesired clustering results. In other contributions it was shown that the use of membership degrees can avoid this problem of local minima but it also introduces new problems, especially for clus-
ters with varying density and for high-dimensional data, at least if fuzzy clustering is carried out with the simple standard fuzzifier.

1 Introduction

Cluster analysis is an unsupervised data analysis task, trying to group data objects into clusters, such that similar data objects are assigned to the same cluster whereas dissimilar data objects should belong to different clusters. This informal definition of cluster analysis already implies that a notion of similarity is needed to cluster data. It is out of the scope of this paper, to provide an overview on the large variety of existing approaches to clustering data. We confine our discussion to clustering multivariate real-valued data and to extensions of the classical k-means clustering algorithm (see for instance [1]), since until today the large majority of fuzzy clustering approaches is based on the initial generalisation of k-means clustering to fuzzy c-means clustering as it was proposed by Dunn [2] and Bezdek [3, 4].

An obvious question to be asked is why there is or was a need to extend an algorithm like k-means clustering to allow for membership degrees instead of crisp assignments of data objects to clusters. First of all, the idea of “soft” assignments of data objects to clusters in terms of probabilities has been around long before in the form of mixture models, especially the well-known Gaussian mixture models (for an overview see for instance [5]). Gaussian mixture models assume that the clusters originate from multivariate normal distributions, so that the whole data set can be described as a sample from a mixture of normal distributions. Such mixture models estimate the parameters of the underlying multivariate normal distributions as well as the a priori probabilities for each cluster or multivariate normal distribution to generate a data point. On this basis, mixture models compute (posterior) probabilities that a specific data point was generated by a specific multivariate normal distribution, i.e. the probability whether it belongs to the corresponding cluster. In a Gaussian mixture model, data points that can be assigned very well to a specific cluster will have a probability close to one for this cluster and a probability close to zero for the other clusters, whereas ambiguous data points between clusters will have moderate probabilities to two or more clusters. One could argue that the concept of fuzziness is different from that of probability and therefore a membership degree to a cluster is different from the probability to belong to a cluster. But at least the original fuzzy extension of the k-means clustering algorithm puts a probabilistic constraint on the membership degrees. So this cannot be the main reason for the use of fuzzy clustering.

Connecting fuzzy rule-based systems to data is another motivation for fuzzy clustering. Sugeno and Yasukawa [6] used fuzzy clustering to cluster the output or target attribute of a fuzzy system to generate fuzzy rules. Since in this case only one-dimensional data are considered for clustering, this is essentially a fuzzified discretisation technique. But could this not also be done by standard discretisation techniques like equi-width, equi-frequency or V-optimal discreti-
sation (for an overview see for example [7]) and then using the resulting intervals to define corresponding fuzzy sets? In [8, 9] multidimensional fuzzy clusters are used to construct fuzzy rules. But there are specifically tailored methods to derive fuzzy rules from data, for instance neuro-fuzzy methods [10].

A clear argument in favour of fuzzy clustering is the possibility of new cluster validity measures like Bezdek’s partition coefficient or Bezdek’s partition entropy [4] that only make sense in the context of fuzzy clustering. Such validity measures are used to judge whether a clustering result is meaningful and also to determine the number of clusters. In [11], visualisation techniques based on the membership degrees were used to judge the quality of clusters.

But there is one very important reason speaking in favour of fuzzy clustering that is discussed in more detail in this paper. Fuzzy clustering can help to avoid algorithmic problems from which methods like the k-means clustering algorithm suffer. The result of k-means clustering highly depends on the initialisation of the algorithm, leading to undesired clustering results. This is not true for fuzzy clustering. In this sense, fuzzy clustering is not only an improvement of k-means clustering. It also opens the possibility to introduce more flexible and sophisticated clustering models than the simple k-means algorithm, still avoiding the problem of undesired clustering results.

After a brief introduction of the fuzzy extension of the k-means algorithm in Section 2, Section 3 briefly reviews a number of extensions to the fuzzy c-means algorithm that would theoretically but not practically function if the same extensions were applied to hard k-means clustering. Section 4 demonstrates and explains why these algorithms – although essentially not being fuzzy – require the concept of fuzzy clustering. In Section 5 we discuss alternatives to the original fuzzification of the k-means clustering algorithm before we briefly conclude the paper in Section 6.

2 From crisp to fuzzy clustering

Although first ideas on fuzzy clustering were already proposed at the end of the sixties of the last century by Ruspini [12], the breakthrough for fuzzy clustering came with the fuzzification of the k-means algorithm. In the k-means algorithm, each cluster is represented by a so-called prototype which is supposed to be the centre of the corresponding cluster. Given a data set \( \{x_1, \ldots, x_n\} \subset \mathbb{R}^q \), the algorithm is based on the objective function

\[
f = \sum_{i=1}^{c} \sum_{j=1}^{n} u_{ij} d_{ij}
\]

that should be minimised under the constraints

\[
\sum_{i=1}^{c} u_{ij} = 1 \quad \text{for all } j \in \{1, \ldots, n\}
\]
where $u_{ij} \in \{0, 1\}$ indicates whether data vector $x_j$ is assigned to cluster $i$ ($u_{ij} = 1$) or not ($u_{ij} = 0$). $d_{ij} = \|x_j - v_i\|^2$ is the squared Euclidean distance between data vector $x_j$ and cluster prototype $v_i$.

The number of clusters $c$ must be fixed in advance. Usually, the number of clusters is not known. In this case, the clustering can be carried out with different numbers of clusters and based on validity measures (see for instance [13, 14]) or resampling techniques [15], the number of clusters is chosen in such a way that it yields the best value for the validity measure or is most stable for the resampling. Determining the number of clusters is a separate issue that will not be further addressed in this paper.

Unfortunately, there is no closed form solution for the constrained optimisation problem posed by Equations (1) and (2). Alternating optimisation is the common heuristic approach to solve this optimisation problem. Alternating optimisation requires that the parameters to be optimised are split into two sets. In the case of k-means clustering, one set of parameters consists of the cluster prototypes $v_i$, while the assignments $u_{ij}$ of the data vectors to the clusters form the other set of parameters. If one set of parameters is considered to be fixed, there is a closed form solution for the other set of parameters. When the cluster prototypes are fixed then in order to minimise (1), each data vector should be assigned to the closest cluster prototype. Assuming the assignments to the clusters to be fixed, (1) is minimised when the prototypes are the centres of gravity of the data vectors assigned to the corresponding cluster.

Alternating optimisation exploits these partial solutions of the optimisation problem by initialising usually the cluster centres randomly, for instance by randomly picking data vectors as cluster centres, and then alternatingly optimise the parameter sets $u_{ij}$ and $v_i$. Although this strategy cannot give a guarantee to find the global minimum of the objective function (1), it does at least reduce the value of the objective function in each step and will therefore also converge because the objective function is non-negative [16]. The problem of convergence in a clustering result that does not correspond to the global minimum is illustrated in Section 4.

A straight forward “fuzzification” of the k-means clustering approach would be to relax the constraints $u_{ij} \in \{0, 1\}$ to $u_{ij} \in [0, 1]$. It is, however, easy to show that for the global minimum of the objective function (1) $u_{ij} \in \{0, 1\}$ will still hold even with the relaxed constraint. Therefore, Dunn [2] and Bezdek [3, 4] proposed to introduce a so-called fuzzifier $m > 1$ into the objective function (1), leading to

$$f = \sum_{i=1}^{c} \sum_{j=1}^{n} u_{ij}^m d_{ij}. \quad (3)$$

Note that the fuzzifier $m$ does not have any effects when the constraints $u_{ij} \in \{0, 1\}$ are imposed. Dunn [2] considered only the case $m = 2$, whereas Bezdek [3, 4] analysed the objective function (3) for arbitrary $m > 1$. The fuzzifier

---

Footnote:

1For k-means clustering, the number of clusters is usually denoted by the letter $k$ – hence the name k-means clustering – whereas $c$ is mostly used in the context of fuzzy clustering. In this paper, we always denote the number of clusters by the letter $c$. 
$m$ controls how “fuzzy” the clusters tend to be. For $m \to 1$, the membership degrees $u_{ij}$ tend to the values 0 and 1, i.e. FCM becomes k-means clustering. For $m \to \infty$, the clustering is not meaningful, since this implies $u_{ij} \to \frac{1}{c}$ for all $i \in \{1, \ldots, c\}$ and all $j \in \{1, \ldots, n\}$.

Based on the modified objective function (3) a corresponding alternating optimisation scheme can be derived for the fuzzy version of the k-means algorithm. This algorithm is called fuzzy c-means (FCM). Instead of assigning each data vector to the closest cluster centre, the membership degree of a data vector to a specific cluster is calculated based on the relative distances of the data vector to the other clusters.

$$u_{ij} = \frac{1}{\sum_{k=1}^{c} \left( \frac{d_{ij}}{d_{kj}} \right)^{m-1}},$$

(4)

The prototypes or cluster centres are now computed as weighted centres depending on the membership degrees.

$$v_i = \frac{\sum_{j=1}^{n} u_{ij}^m x_j}{\sum_{j=1}^{n} u_{ij}^m},$$

(5)

As in the k-means algorithms, Equations (4) and (5) are closed form solutions for the objective function (3), given the corresponding other set of parameters is considered to be fixed, so that the FCM algorithm can also be based on an alternating optimisation scheme.

### 3 Fuzzy clustering algorithms which are not fuzzy

FCM gave rise to a number of new clustering algorithms that are able to handle more complex cluster structures than the ones based on the simple cluster centre of k-means and FCM. These new approaches are usually addressed as fuzzy clustering algorithms although they could be formulated in a corresponding way as extensions of k-means clustering as well. They actually do not touch the computation of the membership degrees but replace the Euclidean distance by another function. We briefly review a small selection of such algorithms in this section.

Because FCM is based on the Euclidean distance between a data vector and a cluster centre, it essentially assumes that clusters are (hyper-)spheres of roughly the same size. The Gustafson-Kessel (GK) algorithm [17] introduces for each cluster a symmetric, positive-definite matrix\(^2\) similar to the covariance matrix of a multivariate normal distribution – as an additional set of parameters, so that it can adapt to ellipsoidal clusters. This means that in the alternating optimisation scheme the step for updating the cluster centres must also include the update of these symmetric, positive-definite matrices. The closed form solutions for these matrices are the covariance matrices of the corresponding clusters with

---

\(^2\)In order to avoid degenerated solutions, the determinant of each matrix is constrained to a fixed value, usually 1.
a normalisation factor to have a fixed determinant. As for the cluster centres in FCM, these covariance matrices are computed as weighted covariance matrices based on the membership degrees of the data vectors to the corresponding cluster. The update equation for the membership degree remains the same as in FCM but with the distances induced by the corresponding symmetric, positive-definite matrices. One could also define a crisp version of GK as an extension of the k-means algorithm by simply replacing the weighted covariance matrices by the covariance matrices defined by the data vectors assigned to the corresponding cluster. This can also be considered as a weighted sum because those data vectors assigned to the specific cluster obtain the weight 1, whereas other data vectors obtain the weight 0.

The fuzzy c-varieties (FCV) algorithm [18, 4] searches for clusters in the form of linear manifolds. Again, the simple cluster centres of FCM must be extended in this case by the vectors spanning the corresponding linear manifold. Instead of covariance matrices as in GK, these vectors need to be calculated in FCV. The update equation is again a weighted formula based on the membership degrees. As for GK, one could introduce a crisp version of FCV in the same way.

Shell clustering algorithms [19] are mainly designed for image analysis purposes to find lines, shells of circles or ellipses or more generally quadratic forms. As for GK and FCV one could directly define crisp versions of shell clustering algorithms.

Noise clustering [20] is an approach that can deal with noise in the data, i.e. with data vectors not fitting properly to any cluster. For this purpose an additional noise cluster is introduced. The noise cluster does not have a prototype or cluster centre but only a fixed large distance to all data vectors. Therefore, data vectors far away from all clusters obtain a high membership degree to the noise cluster. It is again obvious that one could extend the k-means algorithm by adding a noise cluster and there is no specific need for membership degrees.

All these and many other fuzzy clustering algorithms have been introduced in the context of fuzzy clustering and as extensions of FCM although their crisp versions could have been defined long before as extensions of k-means clustering. The next section tries to explain why the fuzzy clustering context was necessary for these algorithms.

4 Avoidance and introduction of local minima

The left hand side of Figure 1 shows a simple two-dimensional data set with four clusters and a result of k-means clustering. The cluster centres are shown as full circles. The assignment of data vectors to different clusters is indicated by different symbols. The clustering result is not what we would expect. It corresponds to a local minimum of the objective function of k-means clustering. The clustering result considers the two data clusters on the left hand side as one cluster and splits the upper right data cluster into two clusters. We have run the k-means algorithm 10,000 times on this data set with random initialisations,
i.e. four randomly chosen data vectors as initial cluster centres. In 6,243 out of these 10,000 runs the k-means algorithm found the correct clusters, but in the remaining runs the clustering result looked similar\(^3\) to the one in the left hand side of Figure 1. This means that k-means clustering has roughly a 38% chance of failing on this simple data set. The fact that k-means clustering is very sensitive to the initialisation is not new at all. One can, of course, repeat the k-means algorithm more than once and choose the clustering result with the smallest value for the objective function in order to reduce the chance of finding only a local minimum. Or one could try to apply more sophisticated initialisation techniques as in the k-means++ algorithm [21]. However, one could also simply apply FCM. FCM found the right clusters and cluster centres in all of the 10,000 runs – 0% failure rate for this data set. It should be noted that the problem of local minima for k-means clustering increases with the number of clusters because the chance of having a data clusters with more than one prototype and other data clusters with no prototype at the initialisation increases quickly with the number of clusters. Such initialisations are more prone to lead to a local minimum.

This seems to indicate that the use of membership degrees instead of crisp assignments can make undesired local minima of the objective function vanish. And indeed, this is the case as was demonstrated in [22].

The comparison of the results for k-means clustering and FCM is based on a final defuzzification of the FCM result, i.e. data objects are assigned to the cluster with the highest membership degree in order to make the two algorithms comparable. This also applies to the comparison between the crisp and fuzzy

\(^3\)Two of the data clusters are covered by one cluster and one data cluster is split into two clusters.

Figure 1: Undesired partitions resulting from crisp clustering algorithms like k-means (left) or the crisp version of the Gustafson-Kessel algorithm (right).
version of GK that we discuss below. Of course, in this way the additional information and benefit of membership degrees gets lost. The fuzzification is only carried out for algorithmic purposes. This idea of relaxation in optimisation, i.e., permitting at least in an intermediate step continuous instead of discrete values – here continuous membership degrees between 0 and 1 instead of only the discrete values 0 and 1 – is well known, for instance in integer programming where typically so-called cutting planes are introduced to derive an integer solution from a continuous solution to a constraint optimisation problem [23]. Approaches to minimise k-means clustering based on such ideas are described in [24].

It should also be noted that for the sake of the comparison between the crisp and the fuzzy version of clustering algorithm, we use only data sets with well-separated clusters where fuzzy membership degrees would or should tend to be close to 0 and 1 anyway. The important and more difficult problem of overlapping clusters is not a topic of this paper.

k-means clustering and FCM are very simple algorithms in terms of their cluster parameters in the form of just cluster centres. The clustering algorithms mentioned in the previous section can handle more complex cluster structures. But the price for this flexibility to adapt to more complex cluster structures is that there are more local minima in the objective function.

When we apply the crisp version of GK to the data set in Figure 1 – the resulting symmetric, positive definite matrices should be roughly the identity matrix since the clusters are spherical – in addition to the local minima for k-means clustering as shown on the left hand side of Figure 1 new local minima are introduced into the objective function. An example for such an additional local minimum is shown on the right hand side of Figure 1. The data clusters in the lower left and the upper right are covered by one elongated cluster (ellipsoidal cluster with no data points close to its centre) and the lower right data cluster is split into two clusters. Because of the longer computation time, we have run the crisp version of GK only 1,000 times with random initialisations of the cluster centres and identity matrices as the initial symmetric positive definite matrices. The crisp version of GK found the right clusters only in 479 cases. So the more complex crisp GK increased the 38% failure rate of the simple k-means algorithm to more than 52% for this very simple data set. The original fuzzy version of GK found the right clusters in 967 out of 1,000 runs, a failure rate of about 3% compared to 52% of the crisp version.

Similar considerations apply to the other algorithms mentioned in the previous section.

So it seems essential to avoid local minima for more complex cluster structures and more complex data sets by making use of membership degrees.

Unfortunately, the use of the fuzzifier can also introduce new undesired local minima or – even worse – undesired global minima. Figure 2 shows a data set and the clustering result for FCM. There are two data clusters, a very dense one in the lower left and a sparser cluster in the upper right. Data vectors drawn as black circles have a membership degree greater than 0.5 to the first cluster, data vectors drawn as red squares have a membership degree greater than 0.5.
to the other cluster. The clustering result in Figure 2 does not correspond to an undesired local minimum of the objective function. It is the global minimum of the objective function. Even if FCM is initialised with correct cluster centres of the data clusters, it will converge to the result in Figure 2. The computation of the membership degrees (4) and the update equation (5) for the cluster centres explain why this happens. According to Equation (4) a data vector will always have a non-zero membership degree to all clusters, except in the rare case that it coincides with the cluster centre. Even if the cluster centres are initially chosen as the centres of the data clusters, each data vector of the dense lower left cluster will have a small, but positive membership degree to the upper right cluster. Due to Equation (5) each of these data vectors will pull the cluster centre of the upper right cluster slightly the lower left. The problem here is that because of the high density of the lower left data cluster, there are so many data vectors pulling slightly at the other cluster centre that the few data vectors in the sparse upper right data cluster cannot keep the cluster prototype where it should be.

High-dimensional data impose another problem for algorithms like FCM. It can be shown for such a data that placing all cluster centres close to centre of the whole data set is a very large and pronounced undesired local minimum of the objective function [25].

5 Beyond the fuzzifier

There are, of course, other concepts than the original simple fuzzifier that can avoid or at least reduce the problems mentioned at the end of the previous section. A very good overview on different approaches to fuzzy clustering can be found in [26].
Possibilistic clustering [27] was one of the first concepts after the introduction of the fuzzifier. In possibilistic clustering the probabilistic constraint that the membership degrees of a data vector to all clusters must sum up to 1 is dropped and replaced by a penalty term for low membership degrees. This, however, leads to an objective function whose global minimum is achieved when all cluster centres cover the same best data cluster. To avoid this, the algorithms is run in such a way that it converges in a local minimum. Therefore, possibilistic clustering does not fall properly into the category of objective function-based algorithms. There is an improved objective function-based version of possibilistic clustering [28]. However, this approach does not admit a closed form solution for the computation of the membership degrees, so that it requires an iteration procedure within the alternating optimisation scheme and leads to long computation times.

In [29] a generalisation of the fuzzifier is proposed where the simple power function $g(u_{ij}) = u_{ij}^m$ can replaced by a differentiable, increasing convex function $g : [0, 1] \to [0, 1]$ with $g(0) = 0$ and $g(1) = 1$. However, in order to guarantee a closed form solution for the update equation for the membership degrees, $g$ must be chosen very carefully. A very convenient example for $g$ is the so-called polynomial fuzzifier which can also be interpreted as a convex combination of the objective functions for FCM and k-means clustering. In [25] it was demonstrated that the polynomial fuzzifier has less problems with high-dimensional data than FCM.

A completely different approach does not use a fuzzifier function at all but uses instead a regularisation function to rule out the crisp solution for the membership degrees [30, 31]. In contrast to FCM, these regularisation approaches as well as the polynomial fuzzifier admit zero membership degrees and can therefore avoid or at least reduce the problems of FCM mentioned at the end of the previous section. They are slightly more complex than FCM in the computation scheme for the membership degrees but still provide a closed form solution.

6 Conclusions

We have demonstrated in this paper that one main advantage of fuzzy clustering is the avoidance of local minima that correspond to undesired clustering results. This avoidance of local minima makes it possible to define algorithms for more complex clustering structures that would be possible in principle in the context of crisp clustering but would very often fail in practice because of the large number of local minima that a complex clustering scheme introduces into the objective function. Therefore, even if one is interested in a crisp clustering partition, these more sophisticated algorithm should always be first run with membership degrees and a defuzzification should only be carried out at the very end.

Although FCM can help to avoid local minima, it also leads to new problems as demonstrated at the end of Section 4. For low-dimensional data with clusters of roughly the same density, the standard fuzzifier for fuzzy clustering is
often sufficient. But for higher-dimensional data and very heterogeneous clusters there are better alternatives than the simple fuzzifier as mentioned in the previous section. However, it seems that their use is still not common. Reasons for this might be the limited available of software tools for them and that they are not well known enough.
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